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a b s t r a c t

Handheld devices like smartphones and tablets have emerged as one of the most promising platforms
for Augmented Reality (AR). The increased usage of these portable handheld devices has enabled
handheld AR applications to reach the end-users; hence, it is timely and important to seriously consider
the user experience of such applications. AR visualizations for occluded objects enable an observer to
look through objects. AR visualizations have been predominantly evaluated using Head-Worn Displays
(HWDs), handheld devices have rarely been used. However, unless we gain a better understanding of
the perceptual and cognitive effects of handheld AR systems, effective interfaces for handheld devices
cannot be designed. Similarly, human perception of AR systems in outdoor environments, which provide
a higher degree of variation than indoor environments, has only been insufficiently explored.

In this paper, we present insights acquired from five experiments we performed using handheld
devices in outdoor locations. We provide design recommendations for handheld AR systems equipped
with visualizations for occluded objects. Our key conclusions are the following: (1) Use of visualizations
for occluded objects improves the depth perception of occluded objects akin to non-occluded objects.
(2) To support different scenarios, handheld AR systems should provide multiple visualizations for
occluded objects to complement each other. (3) Visual clutter in AR visualizations reduces the visibility
of occluded objects and deteriorates depth judgment; depth judgment can be improved by providing
clear visibility of the occluded objects. (4) Similar to virtual reality interfaces, both egocentric and
exocentric distances are underestimated in handheld AR. (5) Depth perception will improve if handheld
AR systems can dynamically adapt their geometric field of view (GFOV) to match the display field of view
(DFOV). (6) Large handheld displays are hard to carry and use; however, they enable users to better grasp
the depth of multiple graphical objects that are presented simultaneously.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

AR superimposes computer generated virtual objects on top of
the real world with 3D registration and provides the ability to
interact in real time (Azuma, 1997). AR, being a user interface
technology, must be experimented with human users to evaluate
their experience with the system and to identify usability issues.
Historically, researchers in the AR domain have not conducted
an adequate number of user studies as reported by Swan and
Gabbard (2005) and Dünser et al. (2008). This scarcity is even
more prominent in handheld AR. A typical AR system consists of

multiple components including Display, Tracking, Visualizations,
and Interaction (van Krevelen and Poelman, 2010). It is important
to understand individual effects of these components on the
overall perception of AR interfaces.

Displays present the AR interface to the observer. Current
advances in computational capacity of handheld devices have
significantly increased the interest of handheld AR among
researchers and developers worldwide, promising a future adop-
tion on the consumer level (Kruijff et al., 2010). The release of
multiple AR browsers and development APIs by numerous com-
panies is evidence of this widespread interest. AR applications can
now be used for mobile information browsing in outdoor loca-
tions. Empirical studies in the AR domain have been predomi-
nantly conducted using HWDs and in indoor locations. There are
differences in usability between handheld and head-worn dis-
plays, and hence, insights acquired from experiments using HWDs
cannot be directly applied to handheld displays. First, HWDs
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provide a higher level of immersion into the AR world than
handheld displays. Second, when handheld displays are used
outside, environmental effects, such as glare on the screen and
moving objects in the visual field, make it even harder to see and
perceive the objects present in the interface. Without proper
understanding of the perceptual issues of handheld AR systems,
effective user interfaces cannot be designed.

Another important component of AR systems is visualization.
Visualizations portray the spatial relationship between virtual and
real contents, and are another important component of any AR
system. During information browsing, there are situations when
points of interests (POIs) are hidden or occluded by opaque real-
world objects. AR visualizations for occluded objects, commonly
known as X-ray visualizations or see-through visualizations, aid in
these types of situations by enabling observers to look through
opaque objects which otherwise would be impossible using bare
eyes (Swan et al., 2007). The metaphor of X-ray visualization was
first applied to the work by Stix (1992). See-through visualizations
can be categorized in two streams based on the rendering of the
occluded scene: (a) Symbolic and (b) Photorealistic. On the one
hand, symbolic X-ray visualizations show icons or symbols to
represent the occluded objects, for example see Livingston et al.
(2011). On the other hand, photorealistic AR X-ray visualizations
show a realistic representation of the occluded scene through the
occluding object as presented by Avery et al. (2009), Sandor et al.
(2009, 2010), and Bane and Hollerer (2004). Both categories
of X-ray visualizations have their own areas of application. We
have investigated three different photorealistic visualizations for
occluded objects: Edge-overlay X-ray, Saliency-based X-ray, and
Melt (see Fig. 1).

Numerous experiments have investigated the perceptual prop-
erties of X-ray visualizations using HWDs and in indoor locations.
Most of the studies used egocentric depth perception tasks to
measure the general perception of the environment.

Until recently, the use of AR application was mostly restricted
to indoor locations. Although, there were a few AR systems built
for outdoor usage, such as Piekarski and Thomas (2001) and MARS
(Feiner et al., 1997), their bulky form-factors compromised users'
mobility to some extent. However, with recent advances in
handheld display and tracking technologies, it is now possible to
use AR in outdoor locations without compromising the mobility

of the users. Notably, there are some fundamental differences
between indoor and outdoor locations. In contrast to indoor
locations, outdoor locations are more dynamic, noisy, and have
variable lighting and environmental conditions. Cumulatively,
these factors make outdoor locations uncontrollable and deviate
users' attention. However, there is a clear lack of understanding
about human perception in outdoor AR environments, even
though AR systems are now usable in outdoor locations. Better
understanding of the human perception in this environment will
help researchers and developers to create effective AR interfaces.

1.1. Overview of experiments

To address these gaps in the empirically validated knowledge in
the AR domain, over the last four years we have performed five
experiments in outdoor locations using handheld displays. On a
higher level we investigated the following research question: How
do users' perception and cognition get affected by the different AR
visualizations for occluded objects, and their interaction with the
other components of handheld AR systems in outdoor locations?

To investigate this high level question, we have decomposed
the question into three specific research questions. Our contribu-
tions are the answers to the questions mentioned in Table 1.

Below, we provide an overview of the experiments. However,
we will not discuss the experiments in detail as those details
are available in earlier publications. Table 1 shows the key insights
acquired from these studies.1

Experiment 1 investigated Edge-overlay X-ray versus Melt
visualizations (Dey et al., 2010). Melt was advantageous for
egocentric depth judgment (distance to a target object) when a
synthetic depth cue was present and egocentric depth was under-
estimated for both visualizations. This finding contradicts (Livingston
et al., 2009) where a depth overestimation was reported.

Experiment 2 investigated the effect of egocentric distance to the
target object and rendering techniques of X-ray visualizations on
depth judgment. Depth was underestimated in medium- to far-field
distances and different rendering techniques did not influence depth
judgment.

Fig. 1. Visualizations for occluded objects: Melt Vision virtually melts the occluding object and reveals the occluded object through an animation (a–d). When the user
searches for occluded objects (e), these are revealed while foreground features are preserved: saliency-based X-ray preserves several salient features (f), while edge-overlay
X-ray only preserves edges (g).

1 Please see Appendix A for detailed statistical analysis and data values.
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Experiment 3 and Experiment 4 investigated the effects of size
and resolution of handheld displays on egocentric, exocentric
(distance between two target objects), and ordinal (relative order-
ing of two target objects) depth judgment (Dey et al., 2012). Smaller
displays caused less depth underestimation than larger displays,
and larger displays were advantageous for ordinal perception.

Experiment 5 investigated Edge-overlay versus Saliency-based
X-ray visualizations, and found that both of these visualizations
complement each other in different use cases (Sandor et al., 2010).

1.2. Contributions

The main contribution of this paper is the summarization of
key insights acquired from five different empirical studies on
handheld AR, and the identification of design constraints in light
of these insights that will improve the perception of handheld
AR interfaces in outdoor locations. This paper addresses the gap in
usability research in the handheld AR domain at a time when
handheld devices like smartphones have become the primary
mode of information browsing. We believe that these insights will
enable developers and researchers to create effective handheld AR
interfaces with improved user experience.

The rest of the paper is organized as follows. Section 2 reviews
previous perceptual studies performed in the AR domain. Section 3
briefly describes the design principles of our photorealistic visua-
lizations for occluded objects. Sections 4–8 describe the design and
results of our experiments. We coalesce the experimental results in
Section 9. Finally, we conclude by pointing towards future research
in Section 10.

2. Related work

The success of AR applications, being a user interface technology,
depends heavily on human perception of the environment. Often, to
investigate the perception in a given environment researchers
adopt depth judgment tasks. In this section we review user studies
in the AR domain that investigated depth perception.

Perception of distance helps us to create a three-dimensional
impression of the world by combining two two-dimensional, flat
retinal images captured from slightly different viewpoints (Swan
et al., 2006). Understanding depth perception in AR is necessary to
portray the correct relationship between the real-world objects
and the virtual objects to the observer as intended by the

developer. A wide range of research has been carried out on this
domain.

Perception is an invisible cognitive state and we measure the
perception of depth through quantifiable depth judgments and
perception is inferred from these judgments (Swan et al., 2006). To
measure depth judgment, perceptual scientists have employed
different types of tasks including verbal estimation, and closed-
and open-loop action based tasks. A review of such tasks is
presented by Loomis and Knapp (2003).

Two different types of depth judgment occur in our environ-
ment: egocentric and exocentric (Milgram et al., 1994). Egocentric
depth perception refers to the distance to an object perceived from
the observers viewpoint; exocentric depth perception refers to the
distance between two objects in the view (Swan et al., 2006). Both
egocentric and exocentric depths are underestimated in virtual
environments (Pollock et al., 2012); however, in the real world,
depth estimation is somewhat accurate (Loomis and Knapp, 2003).
To solve this problem, various synthetic depth cues have been
proposed (Livingston et al., 2003; Tsuda et al., 2005; Wither and
Hollerer, 2005).

2.1. Egocentric depth perception

AR has been investigated widely, specifically using HWDs. Most
depth judgment studies in AR, like Virtual Reality, have consis-
tently reported depth underestimation of objects presented on a
ground plane. However, the reason of this underestimation is not
clearly understood.

Numerous studies have evaluated egocentric depth judgment
in near-field distances. The effect of near-field distances along with
an occluded surface, convergence, accommodation, age, and stereo
displays was studied through a perceptual matching task in a
series of studies (Ellis and Menges, 1998). Later on, the effect of
motion parallax and system latency was explored by (McCandless
et al., 2000). Recently, a study investigated reaching and matching
tasks in near-field distances (Singh et al., 2012).

Egocentric depth judgment in medium- and far-field AR was
evaluated using a perceptual matching protocol in Swan et al.
(2006). This experiment interestingly reported a shift in bias from
underestimation to overestimation at 23 m in an indoor environ-
ment, whereas depth underestimation is a common phenomenon
in virtual environments. Later on, another experiment without
using any X-ray vision reported depth overestimation of medium-
field distances in an outdoor environment (Livingston et al., 2009).

Table 1
Summary of key insights acquired from respective experiments. Egocentric distance refers to the distance to an object from the observer and exocentric distance refers to the
distance between two objects in the view. DFOV refers to the physical subtended angle from the eyes to the edges of the screen. GFOV is a property of any graphical
application, and is defined as the subtended angle between the left, right, top, and bottom ends of the view frustum originating from a virtual camera used in that
application.

Research questions Key insights Experiments

1 2 3 4 5

How do different visualizations for occluded objects affect
human perception, and when one should be used over
the others?

Visualization for occluded objects improves the depth
perception of occluded objects to be the same as if they are not
occluded

X X X

Less occlusion causes better depth judgment X
Visualizations complement each other in different usage
scenarios

X

How accurately do users perceive the spatial relationships
among virtual objects in handheld AR?

Distances underestimated in outdoor locations

� Egocentric X X X
� Exocentric X

How do the physical properties of handheld displays affect
human perception?

Interplay between DFOV and GFOV affects depth judgment X X

Larger displays provide better ordinal depth judgment X
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Multiple visualizations for occluded objects were evaluated by
Livingston et al. (2003, 2011). Recently, the effect of peripheral
vision was evaluated by Jones et al. (2011). All the above studies
used an optical see-through HWD.

In the last few years, however, handheld devices like mobile
phones have become a promising platform for AR applications as
their computational power has increased (Kruijff et al., 2010).
While perceptual issues in AR are investigated predominantly
using HWDs, handheld displays remained under-explored.

Some recent studies investigated perceptual issues with X-ray
visualization using handheld displays. A set of depth cues for X-ray
visualization was evaluated by Tsuda et al. (2005). We have inves-
tigated X-ray visualization with a target selection task in Sandor et al.
(2010), with a depth judgment task in Dey et al., 2010, and with a
real-world navigation task in Dey et al. (2011). Results in Dey et al.
(2010), contradicting (Livingston et al., 2009), reported a consistent
depth underestimation in an outdoor environment, however, of far-
field distances. In this paper, we are further investigating if different
ranges of distances affect depth judgment.

2.2. Exocentric depth perception

Exocentric depth refers to the distance between two objects
in the visual field. Numerous experiments have investigated
the exocentric depth judgment in real-world scenarios. It was
reported that the change in the viewing angle can change the
exocentric depth judgment of exactly the same stimuli (Levin and
Haber, 1993). A mathematical model of the visual space was
created by Foley et al. (2004) based on exocentric depth judgment.
Loomis et al. (2002) proved a dissociation between perceived
target location and perceived exocentric distance and shape. The
effect of familiar and unfamiliar sizes of objects on depth judg-
ment was investigated by Predebon (1991). However, in the AR
domain exocentric depth judgment is not investigated at all.

In summary, it is evident that depth perception is a complex
process that depends on multiple depth cues available in the
environment. These depth cues are not always preserved in AR
interfaces due to the displays and visualization methods used.
Particularly, different visualizations for occluded objects render
the scene differently and preserve different levels of information
about the environment. These visualization methods influence
depth judgment. On the one hand, the effects of symbolic
visualizations for occluded objects on depth judgment are widely
studied, however, the effects of photorealistic visualizations on
depth judgment are not properly understood. On the other hand,
most of the user studies were executed in indoor locations
and using HWDs. AR depth judgment in outdoor locations using
handheld displays has not been experimented. Similarly, all the
earlier depth perception studies in the AR domain focused on
egocentric depth judgment, either metric or ordinal. However,
exocentric depth judgment was not investigated in AR.

3. Visualizations for occluded objects

In our experiments we have used three different visualizations
for occluded objects: Edge-overlay X-ray, Saliency-based X-ray,
and Melt Vision. These three visualizations were designed to solve
a common purpose, but in different usage scenarios.

3.1. Edge-overlay X-ray

The purpose of Edge-overlay X-ray was to visually portray the
relationship between the occluding and the occluded objects by
preserving the edges of the foreground object (see Fig. 1g). By
preserving the foreground edges and overlaying them on top of

the occluded objects enable the impression of occlusion which
would have been missing in a naïve overlay of occluded objects on
top of the foreground.

3.2. Saliency-based X-ray

In addition to the edge information, preserving the other salient
features—color hue, brightness, and moving objects—of the fore-
ground can potentially attract human attention (see Fig. 1f). The
primary aim of this visualization was to preserve the important
information of the foreground, such as street signs, that would not be
available in Edge-overlay X-ray. Similarly, preserving moving objects
can increase the safety of the user while using this visualization.2

3.3. Melt Vision

Melt Vision completely removes the core area of the occluding
object through an animation and provides a clear view of the
occluded object (see Fig. 1a–d). While the core area is removed,
the peripheral area of the foreground remains intact to provide a
sense of occlusion.

4. Experiment 1: Edge-overlay X-ray versus Melt Vision

The purpose of this experiment was to study the effects of
Edge-overlay X-ray and Melt Vision on outdoor depth judgment.
We purposefully used far-field distances, as these are most applicable
to the intended use cases of the visualizations (i.e. standing across
the street from a building).

4.1. Design and procedure

Twenty voluntary participants with ages ranging from 18 to
31 years (M¼25, SD¼3.8) participated in this experiment. Parti-
cipants stood in front of a 7 in display (640�480 pixels) facing a
building 29 m away. This building was used as the occluding
surface. We rendered a 3 m�3 m�3 m green cube as the occluded
object at five different distances: 69.7 m, 82.5 m, 95.1 m, 104.6 m,
and 117 m. To visualize the target cubes, we rendered either Edge-
overlay X-ray or Melt Vision as a within-subject variable (see Fig. 2).
We also presented a synthetic depth cue as a between-subject
variable. Participants had to verbally report the egocentric distance
of the cubes. The display was mounted on a tripod and participants
were not allowed to move the display during the depth judgment
task.

4.2. Analysis

We found that Melt Vision was significantly more accurate
in depth estimation than Edge-overlay X-ray vision. The graphical
depth cue significantly improved the egocentric perception, but, it
increased the response time as well (see Fig. 3). However, the most
important insight of this experiment was a consistent underestima-
tion of the egocentric distance in an outdoor AR environment.

In a previous work by Livingston et al. (2009), differing from our
results, it was reported that egocentric distance was overestimated in
an outdoor AR environment. However, their experimental setup
differs from ours in the following aspects: head-worn optical

2 In our prototype of the Edge-overlay X-ray, we first did the extremely
compact edge overlay, which only highlights edges. Next, we explored the larger
concept of saliency highlights (edges are only one example). Contrary to Edge-
overlay X-ray, in Saliency-based X-ray, a moving object is considered to be salient
and when it comes to a stop it is not considered to be salient unless it has other
salient features such as brightness.
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see-through display, shorter distance field, no occluded objects, and
a different experimental protocol. Due to these differences, our
results cannot be directly compared. To further investigate and
validate the reasons of this contradiction, we investigated the effect
of distance-fields on egocentric perception in Experiment 2.

5. Experiment 2: effect of distance-field and
X-ray visualizations

This user study was designed to investigate if the use of different
distance-fields and the use of X-ray visualization had any effect on
depth judgment that caused the contradiction noticed in

Experiment 1. In this experiment, we investigated the effect of
X-ray visualization and distance-fields on egocentric depth judg-
ment using an iPhone. Additionally, we investigated the effect of
tracking methods on depth judgment.

5.1. Design and procedure

Twenty-seven students and staff, ages ranging from 21 to
63 years, from the University of South Australia were recruited for
the mixed-factorial experiment and were equally distributed into
three matched groups. We used three spatial arrangements as a
between subjects variable (see Fig. 4). On–On condition had visua-
lized an occluded 3 m�3 m�3 m pyramid using Edge-overlay
X-ray. On–Off condition visualized the occluded pyramid without
any X-ray visualization and the pyramids appeared to be floating on
the occluding object. Off–Off conditionwas similar to conditions used
by Livingston et al. (2009), where virtual objects were not occluded.
The experimental distances ranged between 19.3 m to 117 m, cover-
ing the distances used in Livingston et al. (2009) and Dey et al.
(2010). We also varied Vision-based and Sensor-based tracking
methods as a within-subjects variable. As we only used an orienta-
tion tracker, motion parallax was not available as a depth cue.
Participants held an iPhone 4S (3.5 in diagonal screen), and reported
egocentric distance to the tip of the pyramid. During the experiment
we noticed that participants did not move the display a lot and held
it within a comfortable distance of 35 cm to 45 cm from their eyes.
This behavior was also visible in Experiments 3 and 4 presented in
the following sections of this paper. We attribute this behavior to the
unavailability of the motion parallax depth cue.

5.2. Analysis

Results of this experiment validated that depth is indeed
underestimated in all distances in outdoor AR environments and
using different ranges of experimental distances was not a reason
for the contradiction with Livingston et al. (2009) found in Experi-
ment 1 (see Fig. 5). Distance had a significant effect on depth

Fig. 2. Experiment 1 conditions: the top row shows our Edge-overlay X-ray visualization without (a) and with (b) a depth cue. The bottom row shows our Melt Vision
without (c) and with (d) a depth cue. The depth cue originated from the participant's location and each black and white section was 10 m long. Participants had to estimate
the distance to the green cube. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
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judgment, with the increase of distance accuracy of perception
decreased. We did not notice any significant effect of X-ray
rendering and tracking quality on depth judgment. However,
participants subjectively preferred vision-based tracking.

We have also noticed that the depth compression in far-field
distances is noticeably more than our previous experiment. The
experimental environments were similar in both experiments, how-
ever, in the earlier experiment we used a larger handheld display
with a lower resolution. To investigate the reason of this difference
more deeply, we varied size and resolution of handheld displays

systematically in separate conditions, and found how the physical
attributes of handheld displays affect depth judgment in outdoor AR
environments.

6. Experiment 3: effect of display size and resolution on
egocentric depth perception

This is an early experiment in the AR domain where the effects
of size and resolution of handheld displays on depth perception
are investigated. The experimental environment was the same as
for the previous experiment. We used two different display
devices. First, an iPhone 4S with 3.5 in screen size and 960�640
(326 ppi) resolution. Second, an iPad 3 with 9.7 in screen and
2048�1536 (264 ppi) resolution.

6.1. Design and procedure

This experiment was intentionally designed to be a within-
subject experiment as we intended to evaluate all the conditions
using the same participants, eliminating any errors induced by
separate participant groups. Twelve participants (aged between
22 and 41 years) were recruited from the university staff and students;
among them six participants participated in the Experiment 2 at least
two weeks prior. We investigated three different display configura-
tions. Small-Low condition used iPhone 4S with its native resolution,
Big-Low condition used an iPad 3 with a resolution of iPhone 4S, and
Big-High condition used iPad 3's native resolution.

The experimental task was the same as for Experiment 2,
however, in this experiment we did not use On–Off condition as
we did not notice any significant difference between spatial arrange-
ments. We only used vision-based tracking in this experiment.

6.2. Analysis

Similar to the two earlier experiments, in this experiment, we
noticed a consistent underestimation of depth in all conditions.

Fig. 4. Three spatial arrangements used in Experiment 2: in two of the conditions,
the target pyramid was occluded; in one of them we used an Edge-overlay X-ray
visualization to display the pyramid (a); in the other one, we did not use any X-ray
visualization (b). The other control condition was similar to Livingston et al. (2009),
where the target pyramid was presented without any occlusion (c).
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However, the underestimation was significantly less using a small
screen. We did not notice any effect of resolution on depth
judgment (see Fig. 6). Expectedly, errors increased with distance.
Participants, however, subjectively preferred the larger screen size
significantly, compared to the smaller one; we did not notice any
significant effect objectively, though.

This conflict in objective and subjective measures prompted us
to conduct a further experiment to investigate if the subjective
preference is substantial. Accordingly, in the next experiment, we
investigated the perception of exocentric and ordinal depths using
the same displays.

7. Experiment 4: effect of display size on exocentric and
ordinal depth perception

The primary goal of this experiment is to quantitatively investi-
gate the validity of the subjective responses where participants
reported significant difficulty in depth judgment using a smaller
display. Accordingly, in this experiment we used exocentric and
ordinal depth judgment tasks and showed two pyramids together on
the screen. In ordinal perception, the identification of the difference
in the heights of two pyramids was critical to guess which one of the
two pyramids is closer. Users require exocentric and ordinal depth
judgments in real-world AR applications where they see multiple
POIs together, and they have to perceive the spatial relationship
between them. However, this is the first experiment in the AR
domain to experiment exocentric depth judgment.

7.1. Design and procedure

The same 12 participants from the last experiment were
recruited for this within-subject experiment. However, there was
at least one week gap between the two experiments for every
participant. As we objectively investigated the validity of the
subjective preference noticed in the last experiment; the use of
the same participant group in both experiments was crucial.

We used On–On and Off–Off spatial conditions, however, in this
experiment we placed two virtual pyramids of identical size on the
scene (see Fig. 7). Participants first had to judge which of the
two pyramids is closer by answering left, right, or equal (ordinal
perception). Then they had to guess the distance between the tips
of the pyramids (exocentric perception). In this experiment we
excluded Big-Low display configuration as we did not find any
significant effect of resolution on depth judgment.

7.2. Analysis

We confirmed that, like egocentric depth, exocentric depth is
also underestimated in outdoor AR environments. Most impor-
tantly, we have found that larger displays provide better spatial
perception than smaller displays where multiple objects are
present on the scene (see Fig. 8). These findings alleviate the
contradiction noticed in Experiment 3 between qualitative and
quantitative responses as indeed larger displays are advantageous
for overall perception of the AR interface.

We have noticed that AR Edge-overlay X-ray visualization does
not affect depth judgment and provides similar performance like
situations where augmented target objects are visible without
any occlusion and no X-ray visualization was used. This finding
encouraged us to investigate whether preserving more informa-
tion while rendering X-ray visualizations will affect perception of
the AR interfaces. Accordingly, in Experiment 5, we have compared
Edge-overlay X-ray with Saliency-based X-ray through a subjective
online survey.
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Fig. 6. Experiment 3 results: underestimation was less in the Off–Off spatial arrange-
ment; this effect was significantly more in Small-Low display configuration. Whiskers
represent 795% confidence interval.

Fig. 7. Experiment 4 conditions: the On–On arrangement showed two occluded
pyramids by rendering an Edge-overlay X-ray (a). The Off–Off arrangement
presented the pyramids without any occlusion, and hence, no X-ray rendering
was required (b).
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8. Experiment 5: edge-overlay versus saliency-based
X-ray visualizations

Besides edge information of the occluding object, our Saliency-
based X-ray visualization (Sandor et al., 2010) preserved hue, lumi-
nance, and motion features of the foreground. However, too much
visual information from the occluding object can cause distracting
visual noise and hide essential regions of the occluded area. Hence,
it was important to understand if the use of Saliency-based X-ray
visualization significantly affects users' performance in comparison
with the previously investigated Edge-overlay X-ray visualization. This
experiment was motivated to investigate the comparative perfor-
mance of these two visualizations through an online survey.

8.1. Design and procedure

Twenty-five voluntary respondents responded to our online survey
with ages ranging from 18 to 62 years. This within-subject survey was
based on three independent variables: Brightness, Edge, and X-ray. We
selected three levels for Brightness and Edge: High, Medium, and Low.
An expert panel, consisting of eight members of our research group,
carefully selected nine combinations of occluding and occluded
regions from a set of 25 random combinations to correctly represent
the different levels of brightnesses and edges. We then executed our
X-ray visualizations to create 18 different images.

We instructed respondents to do a see-perceive-score task. The
images were presented to respondents one at a time. After observing
the image carefully, respondents had to score on a scale of 1 (worst) to
10 (best) to report how well the image conveyed information for
occluding (foreground) and occluded (background) regions.

8.2. Analysis

Results showed that high levels of edges cause problems in the
Edge-overlay X-ray visualization, whereas high levels of brightness
cause problems in the Saliency-based X-ray visualization (see Fig. 9).
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This result is consistent with the way we have designed the Saliency-
based and Edge-overlay X-ray algorithms.

The problem of highly salient foregrounds for Saliency-based
X-ray is very similar to the problem of Edge-overlay X-ray when
too many edges are present. On an abstract level, they both point
towards the need for an adaptive classification of salient features.

The primary intention of using visualizations for occluded
objects on handheld displays is to aid users, in real-world use
cases perceive the occluded POIs in a proper spatial egocentric
and exocentric relationship. However, there are other methods of
displaying hidden POIs on handheld displays such as mobile maps.
It is important to understand how AR X-ray visualizations compare
to other commercial methods available in the market. While AR
can present information in an egocentric perspective, mobile maps
present information in an exocentric perspective.

9. Discussion

As mentioned in Section 1, the contribution of this paper is the
answers to the three research questions we aimed at investigating.
In this section, we discuss the findings and lessons learned in the
process.

9.1. Effects of visualizations for occluded objects

Our results suggest that different photorealistic visualizations
for occluded objects affect human perception differently.

Use of visualizations for occluded objects improves depth percep-
tion akin to non-occluded objects: In Experiments 2–4 our results
showed that visualizations for occluded objects, despite preser-
ving the information about the occluding object, do not negatively
affect depth judgment. Occluded objects are perceived with the
same accuracy as if they were not occluded. However, when occluded
objects are naïvely rendered without any cues, as commonly done in
current AR browsers, depth judgment deteriorates.

Depth judgment is subject to the subtle properties of the
surrounding environment and not always accurate even in the
real world (Lappin et al., 2006). A meta-analysis by Waller and
Richardson (2008) showed that real-world depth perception is
more accurate than for virtual worlds; however, a recent study by
Jones et al. (2011) showed that when users can move while seeing
both virtual and real objects (a similar situation as in handheld AR
applications) their AR and VR depth judgments rapidly improve
and become similar to that of the real world. Hence, for handheld
AR interfaces intended to be used for environment exploration and
navigation, such as AR browsers, using visualizations for occluded
objects, the distance of the occluded objects can be estimated with
similar accuracy of unoccluded objects. This estimation, even if
initially less accurate than for the real world, can be made more
accurately and rapidly and help in locomotion towards the target
object as users make an internal representation of the visually
perceived space and can accurately update it with visually directed
action (Loomis et al., 1996). In fact, in a previous navigational study
using X-ray visualization we noticed that X-ray visualization
provides an equivalent navigational performance to that of the
mobile maps (Dey et al., 2011).

Accordingly, for future AR interfaces we strongly advise others
to use visualizations for occluded objects when visualizing objects
that are hidden by some occluding objects. It will provide effective
environmental context and aid in depth judgment.

To aid depth judgments, visualizations of occluded objects should
preserve only as much information of the occluding objects
as required to portray the correct environmental context: Visualiza-
tions presenting the occluded objects with the east amount of
occlusion, such as the Melt Vision, enable better depth judgments

than visualizations with more occlusion such as X-ray visualiza-
tions. Particularly, when a synthetic depth cue is used, the
difference in perceptual accuracy with other visualizations increases
significantly.

Research in neurophysiology has shown that humans can
extract information about the target object from varying amounts
of visual noise (Pratte et al., 2013) with attention; however, it
is also reported that object recognition is fast and efficient in
good viewing conditions (Vanrullen and Thorpe, 2001; Sugase-
Miyamoto et al., 2011; DiCarlo et al., 2012). Additionally, in poor
and noisy visual conditions, our visual system needs to utilize
additional processing resources to effectively perceive the
visual stimuli and as a result cognitive load and response time
increase (Naya et al., 2001; Sheinberg and Logothetis, 2001;
Ullman, 2009).

From our findings and earlier research it is clear that the level
of visual noise (i.e. preserved occlusion in the visualizations)
should be minimized for better perception. Either the AR system
should adaptively minimize the level of noise based on the
occluding object's surface, or at least there should be some
mechanism provided to users to minimize the noise interactively.
While doing so, developers should be careful to not eliminate
environmental context or important information. For example,
Melt Vision removes the occluding object completely, but this is
not ideal for situations where occluding objects contain required
information to perceive the environment.

Handheld AR systems should provide a suite of complementary
visualizations to be used in different conditions: In conjunction
with the above suggestion, AR designers should carefully con-
sider various use cases of the AR system and provide adequate
visualization tools to the users. We noticed that Edge-overlay and
Saliency-based X-ray visualizations provide more information
about occluding objects than Melt Vision while showing the
occluded objects. Interestingly, these two X-ray visualizations
are suitable for different use cases. Due to the underlying
rendering algorithms, Saliency-based X-ray is more suitable for
occluding surfaces with higher density of edges and where more
information (beyond only edges) about the occluding object is
needed; and Edge-overlay X-ray visualizations are suitable for
occluding surfaces full of salient features, such as bright colors,
that may impede the visibility of the occluded object. On the
contrary, when a clear view and more accurate perception of
the occluded objects is required Melt Vision should be used.
Livingston et al. (2013) reviewed currently available visualiza-
tions for occluded objects and highlighted the need for further
research on this topic to develop purposeful X-ray visualizations
for different use cases. Ganapathy (2013) also argued for a
visualization system based on user-selected values about how
far she wants to see in the occluded region and also to equip her
with multiple interaction methods to toggle for different needs.
Overall, based on our research and other literature, we assert that
for outdoor AR interfaces designers should provide a suite of
visualizations for occluded objects to complement each other in
different situations.

9.2. Effect of spatial relationships among virtual objects

In the AR domain, depth judgment studies have investigated
egocentric depth judgment only. We believe that we are first to
have also investigated exocentric depth judgments in Experiment 4
where participants judged the distance between two target objects.

Exocentric distances are underestimated: Our results indicated
that, like egocentric distances, exocentric distances are also under-
estimated and the underestimation increases with distance. Similar
to egocentric distance, smaller displays cause less underestimation
of exocentric distance than larger displays.
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9.3. Effect of handheld displays

In Experiments 3 and 4, we presented two different user
studies where the effects of display size and resolution on depth
judgment were investigated in outdoor environments. Our find-
ings suggest that the size of the displays affects depth judgment.
However, the resolution of the displays does not affect this
judgment.

Reasonably large displays should be used for better perception:
Our results also indicate that larger displays cause significantly
faster response times and less errors than smaller displays for
ordinal depth judgment where the relationship between two
virtual objects needs to be perceived. An earlier study on the
relationship between perceived image quality and display size also
suggested that larger displays are preferred over smaller displays
for images having more than 100 pixels (Barten, 1988). Earlier
studies have found that the effect of auditory noise, which is
available in abundance in outdoor locations, along with visual
noise can interfere with the processing of visual stimuli (Acosta
and Richard, 1976; Simon et al., 1981; Stoffels et al., 1985). Hence,
in outdoor environments, where various visual and auditory
noises distract our attention, a better image quality may provide
help in perception. Accordingly, for outdoor handheld AR inter-
faces such as AR browsers, where multiple virtual objects are
presented, we advise others that reasonably large displays should
be used.

Purposefully manipulating the ratio of Geometric Field of View
(GFOV) and Display Field of View (DFOV) may result in better
perception: DFOV refers to the physical subtended angle from the
eyes to the edges of the screen (Tan et al., 2006). Hence, DFOV
changes with the size of the display and its distance from the eyes.
GFOV is a property of any graphical application, and is defined as
the subtended angle between the left, right, top, and bottom ends
of the view frustum originating from a virtual camera used in that
application. In AR, GFOV is typically defined to match the FOV of
the physical camera used to capture the real environment (see
Fig. 10). Anything within that defined frustum is rendered on a 2D
plane, which is displayed to the user. Hence, with a constant GFOV,
a smaller DFOV causes minification, and larger DFOV causes
magnification of the environment (Steinicke et al., 2011).

In Experiments 3 and 4, all the experimental factors were the
same for both displays except the DFOV. Yet, smaller displays
consistently caused less underestimation than larger displays.
Smaller displays with smaller DFOV caused minification of the
AR environment; hence, participants perceived the target objects
to be further away than they perceived them on the larger
displays. This finding indicates that the interplay between GFOV
of the AR application and DFOV of the display interferes with
our depth perception using handheld AR systems. The fact that
the interplay between GFOV and DFOV affects perception was
reported earlier by researchers such as Rolland et al. (1995),
Tan et al. (2006), Kuhl et al. (2009), and Steinicke et al. (2011).

However, neither did they identify the effect of this interaction on
handheld AR systems, nor they identified the effect of this
interaction on depth perception. Receiving hints from these
findings, further experimentations are required to identify the
efficient ratio between DFOV and GFOV in handheld AR applica-
tions. Once identified, AR system designers and developers can
purposefully manipulate the GFOV to improve visual perception of
the AR content on the display.

10. Conclusions and future work

The primary aim of our research was to investigate the
perceptual and cognitive effects of different components of hand-
held AR systems with visualizations for occluded objects. This
investigation was particularly important in the current state-of-
the-art where handheld devices are increasingly used for AR
applications. However, prior to our work researchers in this
domain have predominantly chosen HWDs for usability evalua-
tions. Hence, empirically validated knowledge of perceptual and
cognitive effects of handheld AR systems was unavailable.

Overall, in this paper we have presented some key insights and
design recommendations for handheld AR systems collected from
a series of five different experiments. We believe that these
insights will enable researchers and developers of handheld AR
applications to create effective interfaces and conduct further
usability research using handheld devices.

During the course of this research, a few research ideas have
emerged which we have not investigated in detail. However,
investigating these ideas will provide important insights for future
research and development.

Implementing an AR system with dynamically changing GFOV
to initiate better perception: The results of Experiments 3 and
4 showed that the interplay between the DFOV and GFOV causes
less underestimation in the cases of smaller displays than larger
displays. However, in our experiments we did not explicitly
investigated this phenomenon. It will be interesting to analyze
the exact effects of the interplay between DFOV and GFOV by
varying them systematically in a dedicated experiment. Once we
have identified this effect, we can plan to dynamically change
the GFOV based on the distance of the display from user's eyes,
to create an accurate depth judgment in outdoor handheld AR
systems. However, this research can potentially benefit any AR
system.

Effects of various display technologies used in AR on depth
judgment: We have investigated handheld displays with different
sizes and resolutions. In the near future, lightweight and techni-
cally inferior HWDs will be introduced to the mass-market. While
these HWDs are likely to promote mass adoption of AR, they are
expected to be of lower resolution and field of view than the
commonly used HWDs in AR. More experimentation is required to
understand how depth judgment using these types of displays
may differ from currently used handheld displays. Similar studies
to investigate differences in depth judgment using optical see-
through and video see-through HWDs are required in indoor
environments. This investigation will also help us understand
the underlying reasons of the contradictions we noticed with
Livingston et al. (2009) in Experiment 1. A deeper understanding
of the comparative performance of different display technologies
will help researchers and users to choose appropriate displays for
different AR applications.

Investigating the effect of motion parallax in handheld AR systems:
We noticed that participants did not move their displays a lot,
even though they were allowed to do so. It will be interesting to
investigate this behavior by using a position tracker for handheld
AR systems, and hence, enabling motion parallax, if this behavior

Fig. 10. The interplay between DFOV and GFOV affects depth judgment in
handheld AR systems. By carefully manipulating the ratio of these two field of
views may improve visual perception using these systems.
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changes. We assume that participants will move their displays
more in this situation and will benefit from motion parallax depth
cue. Other studies in psychology have repeatedly reported that
while motion parallax adds to depth information, its effectiveness
as a depth cue is weak compared to other depth cues (Gillam et al.,
2011). Motion parallax alone as a depth cue results in distance
underestimation, and when coupled with binocular disparity
depth estimation increases (Bradshaw et al., 1998). It was also
reported that binocular disparity interacts strongly with motion
parallax (Bradshaw and Rogers, 1996). Handheld AR systems are
inherently monocular. Therefore, we expect that adding motion
parallax as a depth cue may lead to further underestimation of
depth. A study on AR using HWDs found that motion parallax do
not have a strong effect on depth judgment (Jones et al., 2008).
How motion parallax affects depth judgment in handheld AR will
be interesting to examine. This research will inform future design
of handheld or monocular AR systems.

Investigating AR interfaces with diverse user-groups: While
investigating the literature and performing our own experiments
we have realized that in the AR domain most of the evaluations are
conducted using mainly male participants of between 20 and
40 years old. It will be helpful to include more female participants
in our evaluations. At the same time, it will be useful to investigate
the moderating effect gender on the perception of AR systems.
Previous research has indicated differences in spatial behavior
between males and females (Mikhailova et al., 2012), however the

effect on depth judgment was not investigated. We would also like
to investigate the difference in perception for different age groups
of users. These investigations can help researchers to design
interfaces and synthetic cues suitable to a diverse range of users.
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Appendix A. Detailed statistical analysis of the experiments

This appendix (Tables A1 to A5) presents measurement, mean
(M), and standard deviation (SD) of dependent variables and
statistical analyses of these experiments. For all these analyses
we used IBM SPSS Statistics package versions 19 and 20.

Table A1
Analysis of Experiment 1: participants judged the egocentric distance to a cube using two different visualizations, and in the presence and absence of graphical depth cue.
We ran four mixed factorial ANOVAs to analyze four different dependent variables. There was no main effect of visualization on signed error. The graphical cue significantly
reduced signed error—F(1,18)¼10.32, p¼0.005, η2p¼0.36—for both of the visualizations. We noticed a significant interaction effect between visualization and graphical cue—F
(1,18)¼7.56, p¼0.013, η2p¼0.27. In the presence of a graphical depth cue, Melt Vision caused significantly less errors than Edge-overlay X-ray. In the case of absolute error, we
found a significant main effect of visualization—F(1,18)¼11.65, p¼0.03, η2p¼0.39. Melt Vision had significantly less absolute error than the Edge-overlay X-ray visualization. A
similar effect was found for accuracy as Melt vision was significantly better than X-ray vision. While cue-on condition improved depth judgment, it was significantly slower
than cue-off condition—F(1,18)¼10.03, p¼0.005, η2p¼0.36. However, in the case of cue-on condition Melt was significantly ðpo0:001Þ faster than X-ray. There was a main
effect of distance on signed error—F(4,72)¼8.13, po0:001, η2p¼0.31. Error increased consistently with distance.

Conditions Dependent variables

Signed error (7m) Absolute error (m) Accuracy (%) Response time (ms)

M SD M SD M SD M SD

X-ray þ Cue-on �6.05 16.54 13.01 11.84 86.50 11.78 11,337.60 7088.70
Melt þ Cue-on �1.07 9.31 6.59 6.64 92.96 7.05 10,338.42 5262.54
X-ray þ Cue-off �25.53 26.13 32.79 16.02 64.99 15.36 6672.57 4945.52
Melt þ Cue-off �27.27 22.70 31.52 16.23 66.43 16.14 6191.57 4525.69

Table A2
Analysis of Experiment 2: participants judged egocentric distance to a pyramid in three different spatial conditions and we varied between two different tracking methods.
We did not find a main effect of spatial arrangement and tracking methods on any of the dependent variables. There were main effects of distance on signed error—
F(11,264)¼304.95, po :001, η2p¼0.93 and absolute error—F(11,264)¼144.83, po :001, η2p¼0.86. Overall, with increasing distance signed error and absolute error increased.

Conditions Dependent variables

Signed error (7m) Absolute error (m) Accuracy (%) Response time (s)

M SD M SD M SD M SD

Spatial conditions
On–On �26.45 31.74 32.24 25.82 50.86 26.24 6.99 3.56
On–Off �30.07 30.98 33.93 26.68 48.09 22.28 6.28 3.32
Off–Off �29.47 24.15 29.87 23.66 56.57 19.49 7.19 3.63

Tracking methods
Computer vision �29.04 27.83 31.35 25.20 53.10 22.20 6.70 3.53
Sensors �28.28 30.48 32.68 25.70 50.58 23.90 6.94 3.52
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Table A4
Analysis of Experiment 4: participants judged ordinal depth between two pyramids and then exocentric distance between them. Ordinal error refers to ordinal judgment;
signed and absolute errors refer to exocentric distance judgment; and response time refers to the whole task. There was a main effect of display configuration on signed error
—F(1,11)¼8.63, p¼0.013, η2p¼0.44. Consistent with our earlier experiment, participants using an iPhone underestimated the exocentric distance less. Interestingly, a Chi-
Square test indicated a significant main effect of display on the number of overestimations and underestimations—χ2(1,N¼960)¼55.9, po :001. The iPhone condition
resulted in significantly more number of overestimations than iPad condition. In terms of response time, participants were significantly faster using an iPad than an iPhone—
F(1,11)¼10.77, p¼0.007, η2p¼0.49. A Chi-Square test indicated that iPad (361 out of 460) had significantly more number of correct responses than iPhone (333 out of 460) in
terms of ordinal depth perception—χ2(1, N¼960)¼4.08, p¼ .04. Expectedly, zone also had a significant effect on ordinal perception—χ2(4, N¼960)¼32.94, po :001. Errors
consistently increased with distance. We did not find any significant effect of spatial arrangement on any of our dependent variables.

Conditions Dependent variables

Ordinal error (count) Signed error (7m) Absolute error (m) Response time (s)

Correct Wrong M SD M SD M SD

Display configurations
Small-Low (iPhone) 333 147 �5.43 9.43 8.47 6.82 8.92 4.65
Big-High (iPad) 361 119 �8.56 8.05 9.39 7.06 6.34 3.36

Spatial conditions
On–On 340 140 �6.96 8.89 8.96 6.86 7.59 4.16
Off–Off 354 126 �7.03 8.92 8.90 7.05 7.67 4.36

Zones
Zone 1 (30 m–40 m) 156 36 �3.25 6.02 5.43 4.15 7.09 4.02
Zone 2 (50 m–60 m) 152 40 �5.13 6.09 6.70 4.30 7.23 3.60
Zone 3 (70 m–80 m) 143 49 �6.56 7.65 8.23 5.80 7.42 3.84
Zone 4 (90 m–100 m) 131 61 �8.79 9.72 10.97 7.15 8.08 4.73
Zone 5 (110 m–120 m ) 112 80 �11.24 11.51 13.34 8.98 8.33 4.87

Table A3
Analysis of Experiment 3: participants judged the egocentric distance to a pyramid using three different display configurations and two different spatial conditions. We ran a
series of repeated measure ANOVAs and found that there was a main effect of display configuration on signed error—F(2,22)¼4.29, p¼0.027, η2p¼0.28. Interestingly,
participants significantly underestimated distance least using small-low condition. We have observed a significant main effect of distance on signed error— F(11,121)¼88.76,
po :001, η2p¼0.89 and absolute error—F(11,121)¼78.06, po :001, η2p¼0.88. Expectedly, with increasing distance errors increased and accuracy decreased. There was no main
effect of spatial conditions on any of the variables.

Conditions Dependent variables

Signed error (7m) Absolute error (m) Accuracy (%) Response time (s)

M SD M SD M SD M SD

Display configurations
Small-Low �22.91 28.58 27.57 24.11 59.28 24.6 6.81 4.67
Big-Low �27.24 28.08 29.57 25.6 57.32 23.8 6.45 5.23
Big-High �28.01 27.49 29.42 25.98 57.66 24.07 6.73 5.32

Spatial conditions
On–On �26.41 28.13 29.09 25.35 57.66 24.07 6.73 5.32
Off–Off �25.71 28.12 28.62 25.14 58.51 24.18 6.64 4.44

Table A5
Analysis of Experiment 5: see-perceive-score task. Participants subjectively scored their perceived level of information about occluding and occluded regions. Later we
calculated the total score by averaging the scores of occluding and occluded regions. We ran one-tailed t-tests and statistically significant differences at po0:05 are
highlighted in bold when Saliency-based X-ray (SB) is superior and in italics where Edge-overlay (EO) X-ray is superior. Saliency-based X-ray provides better foreground
information than Edge-overlay X-ray in all the experimental conditions. In the case of high brightness-low edge, high brightness-high edge, low brightness-low edge, and
low brightness-medium edge conditions the differences were significant. In five of the experimental conditions (high brightness-all edges, medium brightness-low and
medium edges) Edge-overlay X-ray provided significantly better information about the background than Saliency-based X-ray. However, in all other conditions Saliency-
based X-ray provided better background information than Edge-overlay X-ray. These differences were significant in the case of medium and low brightness-high edge
conditions. Considering both scores for foreground and background information, we found that in the case of high brightness-medium and high edge surfaces, Edge-overlay
X-ray performed significantly better. For medium and low brightness-high edge conditions Saliency-based X-ray was significantly better than Edge-overlay X-ray.

Scored region Amount of edges Brightness

Low Medium High

EO SB EO SB EO SB

Occluding (foreground) 6.44 7.68 6.20 6.92 6.48 7.56 High
5.68 6.56 7.32 8.08 5.20 6.00 Medium
4.92 6.08 6.24 7.24 4.72 4.48 Low

Occluded (background) 7.44 6.24 7.4 5.24 5.68 2.64 High
7.00 5.68 6.48 5.36 4.44 6.12 Medium
6.68 6.76 6.84 7.20 5.32 7.12 Low

Total averaged score 7.00 7.00 6.80 6.10 6.10 5.10 High
6.40 6.10 6.90 6.70 4.80 6.10 Medium
5.80 6.40 6.50 7.20 5.00 5.80 Low
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