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Head-Mounted Display Calibration Technique

Fig. 1. Experimental hardware and design. (a) Display and camera system. (b) Task layout. (c) Pillars task. (d) Cubes task.

Abstract— With the growing availability of optical see-through (OST) head-mounted displays (HMDs), there is a present need for
robust, uncomplicated, and automatic calibration methods suited for non-expert users. This work presents the results of a user study
which both objectively and subjectively examines registration accuracy produced by three OST HMD calibration methods: (1) SPAAM,
(2) Degraded SPAAM, and (3) Recycled INDICA, a recently developed semi-automatic calibration method. Accuracy metrics used
for evaluation include subject provided quality values and error between perceived and absolute registration coordinates. Our results
show all three calibration methods produce very accurate registration in the horizontal direction but caused subjects to perceive the
distance of virtual objects to be closer than intended. Surprisingly, the semi-automatic calibration method produced more accurate
registration vertically and in perceived object distance overall. User assessed quality values were also the highest for Recycled
INDICA, particularly when objects were shown at distance. The results of this study confirm that Recycled INDICA is capable of
producing equal or superior on-screen registration compared to common OST HMD calibration methods. We also identify a potential
hazard in using reprojection error as a quantitative analysis technique to predict registration accuracy. We conclude with discussing
the further need for examining INDICA calibration in binocular HMD systems, and the present possibility for creation of a closed-loop
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continuous calibration method for OST Augmented Reality.

Index Terms—Calibration, user study, OST HMD, INDICA, SPAAM, eye tracking

1 INTRODUCTION

Optical see-through (OST) augmented reality (AR) systems allow the
overlay of visual information onto a user’s view of the real world. The
primary benefit of these systems, specifically in conjunction with head
mounted display (HMD) hardware, is the ability of the user to maintain
a view of the real environment from the perspective of their own eyes.
This is in contrast to video see-through (VST) AR systems, in which
users view the environment from the perspective of a camera. Al-
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lowing a continuous hands-free view of the environment also lessens
safety concerns from visibility loss due to hardware malfunction, as
is the case in military AR usage [20], where constant sight is of the
utmost importance. The utility of both OST and VST AR is further
enhanced when the location of on-screen information is used to pro-
vide additional meaning and context.

In both VST and OST AR, information is fundamentally displayed
in one of two reference frames: Screen Space and World Space. Infor-
mation shown within screen space is statically positioned and does not
appear displayed relative to any particular location or object within
the world. This type of presentation is common in applications fa-
cilitating manufacturing or assembly style tasks where the AR visual
components list instruction sets or other environment independent in-
formation [4]. On-screen items rendered within world space appear
to have a 3D position within the environment and are registered, dis-
played relative, to fixed locations or objects. This display method re-
quires sufficiently accurate registration between on-screen geometry
and the visible environment in order to be effective [19]. Achieving an
adequate level of world space registration accuracy requires the effec-
tual employment of calibration mechanisms.

The goal of OST HMD calibration is to model the virtual camera
projection matrix, used to render virtual geometry, such that it closely
matches the real viewing frustum created by the user’s eye and the
display optics. Unlike VST AR, where computer vision techniques
are used to correct registration [10, 16, 17], calibration of OST AR is
not straightforward. VST techniques are difficult or impossible to use
for correction in OST displays since the “camera” in these systems is
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the user’s eye itself. Calibrating misalignment between the human eye
and augmented geometry, in this case, is not a trivial task [22, 26]. Var-
ious calibration methods have been developed, which attempt to cor-
rect misalignment by employing user feedback, in the form of visual
alignments made between on-screen markers and real world locations.
These techniques, however, are prone to alignment error and do not
involve intuitive procedures easily understood by non-expert users.

Recently, calibration methods have been introduced, which seek to
utilize eye imaging in order to ease the user performance burden and
reduce user driven error sources in the system. A novel OST calibra-
tion approach, presented by Itoh and Klinker [14], incorporates such
techniques and shows the possibility of reducing or even eliminat-
ing user error. Their Interaction Free Display Calibration (INDICA)
method is a promising step toward closed-loop continuous on-line cal-
ibration of OST AR. Modern advances in miniature camera hardware
and robust eye feature and pattern recognition algorithms allow the
implementation of eye imaging methods on existing OST HMD hard-
ware at consumer level cost. Quantitative analysis performed by Itoh
and Klinker suggests their INDICA technique is capable of producing
comparable results to standard interaction dependent methods. These
results, though, are based on measures taken from a single expert user.
A formal study, subjectively investigating the utility and performance
of this new calibration method, when completed by inexperienced
users, has yet to be conducted. Methods for adequately measuring
calibration results in an OST AR system are highly user dependent
and often rely on analysis of user performance in registration critical
tasks.

The same factors that make calibration of OST HMDs difficult, pri-
marily the inaccessible view from the user’s eyes, also make it difficult
to objectively measure the quality of registration produced by the cal-
ibration result. While a calibration technique can be quantitatively
shown to produce appropriate results under ideal conditions, in prac-
tice, it must also be able to produce acceptable results across a varied
user base and require minimum effort to effectively implement and
perform. Swan and Gabbard [7] explain the importance of user-study
driven design and evaluation for measuring utility and identifying user
performance issues requiring further investigation.

In this work, we present the results of a user study which subjec-
tively evaluates registration accuracy produced by Recycled INDICA,
a semi-automatic OST HMD calibration method suited for use by non-
expert users [14]. Our experimental design is the first to measure the
performance of INDICA in two registration critical tasks, and we com-
pare the results against a traditional user interaction based method,
the Single Point Active Alignment Method (SPAAM), and Degraded
SPAAM, an interaction free variant of SPAAM. We provide measures
for both subjective and objective registration accuracy obtained from
subjects in order to compare perceived registration quality in three di-
mensions, allowing for a more thorough accuracy evaluation over pre-
vious studies. We also present the results of a quantitative analysis,
comparing the computed differences between the SPAAM and Recy-
cled INDICA results. Our final discussion connects the subjective and
objective results focusing on a surprising outcome of the Recycled
INDICA calibration, and a possible issue with a quantitative analysis
technique. We close with remarks addressing the calibration perfor-
mance requirements for non-expert users, further investigative needs,
and future extension of INDICA into closed-loop continuous calibra-
tion techniques for OST AR.

2 BACKGROUND AND RELATED WORK
2.1 OST HMD Calibration

The goal of OST HMD calibration is to generate the 11 free parame-
ters of a 3 x 4 projection matrix which most accurately describes the
visual system created by the display screen and the user’s eye. These
parameters consist of intrinsic display specific and extrinsic user de-
pendent values. The Single Point Active Alignment Method, intro-
duced by Tuceryan and Navab [27], utilizes user feedback, in the
form of screen to world alignments, in order to directly approximate
all 11 parameters simultaneously. The benefit of this approach is the
total independence from display hardware, ensuring applicability over

a broad range of system types. An additional benefit of SPAAM is the
freedom of movement allotted to users during the screen-world corre-
spondence phase. Users are encouraged to move freely about the work
space, in contrast to earlier alignment methods using bore sighting [3]
or rigid fixation of the user’s head upon a rest [6, 18]. The ease of im-
plementation and relatively simple user requirements of SPAAM has
made it the focus of numerous investigations into improving robust-
ness to user and system errors, as well as expansion of its applicability
to a broader range of OST AR systems. These investigations have pro-
duced a number of SPAAM variants and two stage calibration methods
aimed at reducing the amount of necessary user interaction.

Genc et al. [8] devised a method for applying SPAAM to stereo OST
HMDs, calibrating both left and right views simultaneously. Align-
ments for stereo SPAAM are performed between 3D world and virtual
points by utilizing stereoscopic depth cues available to users wear-
ing binocular displays. Varying the location at which screen-world
alignments are taken is presented by Tang et al. [26]. Depth-SPAAM
has shown increased robustness to user induced error but still requires
that a significant number of alignments be made. Further develop-
ment, given the denotation Easy SPAAM [9, 23], simplifies the cali-
bration process by utilizing data from a previous SPAAM result. The
new projection matrix is then optimized with accommodation to the
eye location of the user through standard user driven 2D-3D align-
ments. This approach, however, significantly reduces the number of
correspondence alignments the user is required to perform and iso-
lates the impact of the alignments to only the extrinsic components
of the final projection matrix. Similarly, Owen et al.’s Display Rel-
ative Calibration (DRC) [24] decouples the calibration process into
two distinct phases, each producing different values of the projection
matrix. The first phase, conducted offline prior to any user action,
involves direct measurement of the intrinsic display parameters. The
second phase, similar to Easy SPAAM, uses a small number of user
driven screen-world correspondences to determine the eye pose. One
option for DRC, provided by Owen et al., is completely interaction
free when the second phase is ignored and systematic assumptions
are made about the eye position within the system. The decoupling
of intrinsic display and extrinsic user parameters is also utilized in a
recently introduced calibration method incorporating eye imaging for
eye position estimation.

An interaction free calibration method, utilizing an eye imaging
camera, has been developed by Itoh and Klinker[14]. Images from
the eye camera are processed using methods based on Swirski’s iris
detection [25] and Nitschke’s algorithm [5], to estimate 3D eye po-
sition. Itoh and Klinker present two variants of INDICA: (1) Recy-
cled INDICA, which extracts intrinsic parameters from a previously
performed calibration, such as SPAAM and (2) Full INDICA, which
similar to DRC, measures the display specific intrinsic parameters di-
rectly offline. Both variants require the extrinsic eye position values
obtained from eye imaging in order to generate the final calibration
result. Given that either INDICA variant is able to be performed inde-
pendent of any user interaction, both methods could potentially be in-
corporated into an OST AR system with continuous calibration. Such
a system would be ideal for users unskilled in performing calibration
procedures and would exhibit increased robustness to HMD movement
on the user’s head during operation. Given the potential applicabil-
ity of INDICA, thorough quantitative and subjective evaluation of the
method is essential to not only verify correctness in an active setting
but also gauge utility and ease of use by non-expert users.

2.2 Quantitative Evaluation of OST HMD Calibration

Itoh and Klinker [14] quantitatively compare the registration accuracy
of INDICA with that of a standard SPAAM implementation. Repro-
jection of the screen-world alignment pairs from multiple SPAAM cal-
ibrations, using the INDICA generated projection matrices, produced
pixel locations with low variance and only slight error from the orig-
inal SPAAM “ground truth” projections. In a follow-up study, [15],
sensitivity analysis of the separate parameters used in the derivation of
both the SPAAM and INDICA projection matrices is performed. Their
analysis shows that the Full INDICA setup is sensitive to errors in in-
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trinsic parameters, particularly virtual screen distance and orientation,
whereas both Recycled INDICA and SPAAM are more sensitive to eye
position estimates. SPAAM results, in particular, are more sensitive to
vertical and horizontal eye position error, relative to the screen.

These findings correspond to those reported by Axholt et al. [1],
where SPAAM’s insensitivity to depth error produces eye position es-
timates varying greatly in screen distance. Their analysis showed that
SPAAM calibration performed with significant distance variation be-
tween screen world correspondences resulted in more consistent eye
position estimates. Genc et al. [9] also analyzed errors in a number
of SPAAM calibration models using reprojection error comparison.
Implications from their findings suggest that simpler models, that is
those comprised of fewer parameters, should result in more accurate
calibration results. Quantitative analysis techniques are only capable
of providing partial insight, however. Subjective analysis is still re-
quired to detect influences from the uncontrolled component in every
AR system, the user themselves.

2.3 Subjective Measures in OST HMD Calibration

Axholt et al. [2] assessed the contribution of human error, in the form
of involuntary postural sway during visual alignments, on calibration
results. Their findings show that postural motion is highly dependent
upon user stance and the type of head worn display used, and thus re-
ducing user interaction in calibration methods is preferable. A study
by Maier et al. [21], examining methods for reducing human error, fo-
cused on the effect that input methods, for recording a user’s alignment
response, have on contributing error to the calibration. They consider
standard entry mechanisms, such as keyboard and mouse, but also vo-
cal response and timed input. Their results indicate that the timed input
method, having the user hold the alignment for a set interval, resulted
in more accurate calibration results over traditional input methods.

Studies from Mcgarrity and Tang [22, 26] provide interaction meth-
ods for users to directly indicate the perceived registration of on-screen
items using a stylus and tablet. Navab et al. [23] extend the functional-
ity by allowing users to correct registration on-line. Grubert et al. [11]
similarly conducted a user evaluation study of SPAAM and variants,
in which subjects indicated the real world correspondence point of on-
screen items using a laser pointer. Their discussion indicates that this
method was time consuming for subjects to complete, however.

We developed our user evaluation method to be similar to the previ-
ously mentioned studies, by utilizing direct user feedback to determine
registration accuracy. However, we limit user response to values along
discrete grids or a limited number of real world objects. Our approach
limits ambiguity from subject provided values and also allows inde-
pendent evaluation of perceived registration in three dimensions, an
aspect not considered in some of the aforementioned studies.

3 EXPERIMENTAL DESIGN

Our experimental design consists of two separate tasks, through which
we obtain both registration accuracy and perceived quality measures
for each of three calibration methods: SPAAM, Degraded SPAAM,
and Recycled INDICA. We utilize a within-subjects design, with each
participant performing both tasks under each calibration type, for a
total of six experimental conditions per subject.

3.1 Subjects

13 subjects, 6 male and 7 female, ranging in age from 22 to 26, partic-
ipated in the user study. All subjects were students recruited through
email solicitation to all departments at the university. Each participant
was required to provide written consent before proceeding with the
study and was provided monetary compensation for their time spent
during the experiment. All subjects stated that they possessed normal
or corrected-to-normal vision with no prior experience using HMDs.
Subjects were provided a thorough explanation of the experimental
hardware and procedure before beginning any calibration or task.

3.2 Hardware and Software

An NVIS ST50 OST HMD is used as the primary display worn by each
subject. The ST50 possesses a display resolution of 1280 x 1024 with
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Fig. 2. (a) Front view of the HMD with mounted cameras labeled. The
tracking camera is rigidly attached to the top of the HMD. Eye imaging
is performed via the camera mounted beneath the left eye piece. (b)
View of the eye imaging camera from within the head band of the HMD.
(c) View of the right HMD eye piece covered by a patch of black opaque
cloth.

EidUciallManker

Fig. 3. Eye imaging to tracking camera calibration setup. The multi-
marker configuration consists of 3 fiducial markers of known position
relative to one another. The HMD assembly is positioned such that at
least one marker is visible by each camera.

a 40° horizontal and 32° vertical field of view, and a manufacturer
specified spatial resolution of 1.88 arcmn/pxl. The display utilizes
pupil forming optics with a manufacturer’s specified exit pupil size of
10mm. While the ST50 is a binocular HMD, subjects are allowed to
view images through only the left eye piece. A piece of black opaque
cloth adhered to the inside of the display, shown in Figure 2, prevents
imagery on the right eye piece from being visible to the subjects.

Logitech Quickcam Pro 9000 CMOS cameras are employed for
both head tracking and eye image capturing. The location of the cam-
eras relative to the HMD can be seen in Figure 2. The resolution of
the head tracking camera is 640 x 360 with a framerate of 30 fps. The
eye image camera is set to a resolution of 1280 x 720 with a framerate
of 15 fps. Both cameras possess a diagonal field of view of 75°.

A multiple marker tracking configuration, shown in Figure 3, is
used to determine the transformation from eye imaging to head track-
ing camera coordinate frames. Three fiducial markers are position-
ally arranged relative to one another in order to create a single co-
ordinate frame. The HMD-camera system is then placed within the
multi-marker system, such that at least one of the three markers is vis-
ible by each camera. The transformation from the eye imaging to head
tracking camera coordinate frame is then calculated.
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©
Fig. 4. Experimental task setup. (a) Multi-marker tracking coordinate
frame with origin set to the approximate center of horizontal grid square
J11. (b) lllustration of the Pillars configuration relative to the tracking
coordinate frame. Each black square represents the location of a real
pillar, with each row and column separated by 2cm. (c) Multi-marker
tracking grid and task item placement relative to the subjects.

(®)

Fig. 5. (a) View of a sample participant conducting screen to world align-
ments. (b) View through the HMD of an on-screen cross-hair aligned
with the center of the tracking marker.

An Alienware m18 laptop, i7-4700MQ 2.4GHz processor with 16
GB RAM running Windows 7 x64, is used to drive the graphics for
the display as well as execute the experiment control and eye imag-
ing software. Video from the cameras is captured through a USB 2.0
interface and graphics provided to the HMD via HDMI. The experi-
ment control software is written in C++ using the Fast Light Toolkit
(FLTK) for the interface components and Ubitrack [13] to manage and
synchronize tracking, camera image capture, as well as the transfor-
mation and creation of on-screen objects displayed through the HMD.
The eye image capturing software uses identical algorithms to that de-
scribed by Itoh and Klinker [14]. Eye pose relative to the tracking
camera coordinate frame is determined using the eye imaging soft-
ware. SPAAM calibration is also facilitated using the same package
as detailed by [14], with tracking and projection matrix creation man-
aged by Ubitrack combined within Unity for graphics generation.

The entire experiment is conducted within a 3mx6m space en-
closed by black cloth and foam core board in order to increase the
contrast between the environment and the HMD visuals, as well as re-
duce the possibility of visual distraction by the subject during any of
the experimental procedures.

3.3 Calibration Methods

Three OST HMD calibration methods are evaluated by each partici-
pant. The calibration methods are chosen for both their ease and speed
to perform prior to the evaluation tasks, as well as their applicability
to real world usage with current OST HMD hardware.

SPAAM: The Single Point Active Alignment Method as described in
[27] is used as the control condition for the experiment. Its exten-
sive usage and investigation in other works make it ideal for provid-
ing baseline registration results with which to compare other meth-
ods against. SPAAM calibration, for this study, is performed using
20 screen-to-world alignments. Subjects are instructed to stand and
align the center of an on-screen cross-hair with the center of a fiducial
marker rigidly mounted within the world. The fiducial marker itself
is also used as the coordinate frame reference for the tracking camera
and transformations required for the SPAAM DLT calculations. The
2D pixel coordinates of each on-screen crosshair are chosen randomly
at run time, and subjects are given the option to skip cross-hairs whose
locations on screen make them difficult to see. New 2D pixel loca-
tions are generated for skipped cross-hairs. In order to reduce error
due to subject movement during the alignment steps, a hand clicker is
provided to subjects which allows them to non-verbally indicate when
an adequate screen to world alignment is achieved. Subjects activate
the clicker using one or more fingers, at which point the experimenter
counts backward from 3 to 0 and records the correspondence mea-
surement. During the calibration procedure, subjects are instructed to
take a number of steps forward or backward so that alignments are
performed at varying distances between 1.5m to 3m from the fiducial
marker. Subjects only perform the SPAAM calibration once and al-
ways at the beginning of the experiment before any tasks are started.

Degraded SPAAM: Degraded SPAAM (DSPAAM) refers to the
reuse of a projection matrix obtained from a previously performed
SPAAM calibration [14, 15]. This calibration method is chosen to
replicate the real world condition where an HMD may shift or slip on
a user’s head, degrading the effects of calibration. At the start of this
condition, the HMD is removed from the subject and then replaced
with only minimal care to ensure the subject’s left eye is within the
exit pupil of the HMD and that on-screen visuals can be clearly seen.
No further procedures are performed to correct any misalignment re-
sulting from placement of the HMD. The projection matrix produced
by that subject’s initial SPAAM calibration is then reused to produce
the on screen geometry for all tasks performed within the Degraded
SPAAM condition.

Recycled INDICA: The Recycled INDICA setup, described in detail
in [14, 15], comprises the third calibration method examined in this
study. At the start of this condition, identically to DSPAAM, the HMD
is removed from the subject and then replaced with only minimal care
to ensure the subject’s left eye is within the exit pupil of the HMD and
that on-screen visuals can be clearly seen. Recycled INDICA utilizes
intrinsic parameters obtained from decomposing an existing projec-
tion matrix, as well as an estimated distance from the user’s eye to the
perceived image plane of the display. A value of 1.855m, obtained
using the focal distance of a camera placed within the display, is used
as the distance from the subject’s eye to the virtual image plane. The
remaining intrinsic values are pulled from the results of that subject’s
initial SPAAM calibration using a standard decomposition technique.
Eye imaging software is used to capture 10 images of the subject’s left
eye which are then processed, per the procedure outlined in [14], to
estimate the location of the eye center relative to the tracking camera.
The eye center is independently determined from within each of the 10
images by fitting ellipses to the detected iris and estimating the center
of the spheroid produced from inverse projection of the ellipse. The
resulting values are compared across the 10 images to derive a more
accurate final estimate of the eye center. More detailed exposition of
the algorithms can be found in Swirski [25] and Nitschke [5]. The es-
timated eye pose measures are then combined with the intrinsic values
to produce the projection matrix used to display the virtual geometry
for each task.

3.4 Tasks

We evaluate registration quality for each of the three calibration meth-
ods through two tasks. Both tasks remove ambiguity in subject selec-
tion by limiting responses to discrete values. Our selection of task de-
sign also allows for independent evaluation of user perceived registra-
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Fig. 6. Quality scale images provided to subjects prior to performing each task. Each view represents the approximate registration required for
each level with quality increasing left to right along the scale. The images are only illustrations and not real views through the HMD. (Top) Quality
scale for the Pillars task. The red virtual object is registered relative to the real pillar at location D4. From left to right: Quality 1, Quality 2, Quality
3, Quality 4, Quality 5. (Bottom) Quality scale for the Cubes task. The red virtual object is registered relative to grid location T11. From left to right:

Quality 1, Quality 2, Quality 3, Quality 4.
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Fig. 7. The real pillar arrangement used in the Pillars task.

(a) View
through the HMD showing a virtual pillar aligned with the real pillar at
location C4. (b) View through the HMD showing a virtual pillar aligned
with the real pillar at location D2.

tion horizontally, vertically, and in depth relative to the display screen.
During each task, the subjects are seated approximately 1.5m from a
small table upon which the visible items for each task are placed. Sub-
jects are allowed to move their heads and lean their bodies in any di-
rection during the experiment but instructed to neither stand nor move
the chair they are seated in during a task. Our independent measures
for each task are subject perceived registration location, in terms of
discrete grid coordinates, and a subjective registration quality rating
based on provided quality scale images (Figure 6).

Pillars  Participants are tasked with indicating which, of several,
real world pillars an on-screen virtual pillar appears to be best reg-
istered with. The virtual pillar is rendered at each of the real pillar
locations once, for a total of 16 trials per calibration method. Fig-
ure 7 shows the real pillar arrangement with on-screen virtual pillar,
rendered in red, as it would appear during the task. During each mea-
surement, the subject is able to freely choose any one of the sixteen
real pillars they feel the virtual pillar is best aligned to. The ordering
of virtual pillar locations is randomly permuted under the constraint
that the next pillar location is chosen to be in both a different row and
column as the previous. Heights for the real pillars cover the range
13.5 cm-19.5 cm varying by .25 cm increments. The pillars are ar-
ranged in a 4 X 4 grid such that the average height of the pillars in
each row and column is between 16.25 cm—16.75 cm. The virtual pil-
lar, displayed on-screen, is rendered such that it should appear to be a
constant height of 15.5 cm. Once the virtual pillar is displayed at all
sixteen real pillar locations, the task ends.

© (d)
Fig. 8. Grid arrangements used for the Cubes task. (a) and (b) Views
through the HMD showing a virtual cube displayed on the vertical grid
at location C12. (c) and (d) Views through the HMD showing a virtual
cube displayed on the horizontal grid at location G6.

Subjects indicate their pillar selection by verbally stating the row
and column designation of the desired real pillar. Visible labels along
both the rows and columns of the pillar arrangement are provided,
with the letters A through D denoting the rows and the numbers 1
through 4 denoting the columns, as shown in Figure 7. Subjects also
verbally provide a quality rating for each trial of the task. A 1to 5
subjective scale, with 1 denoting the worst registration and 5 denoting
the best registration, are used for this metric. Before beginning the
task, subjects are informed of the quality scale and provided printed
images illustrating the expected visual quality that should be present at
each quality level. The top row of Figure 6 shows the images provided
to each user for the Pillars task.

Cubes Participants are tasked with indicating which, of many,
grid locations a virtual cube appears to be best registered with. Two
separate grids are used for this task, each comprised of 2 cmx2 cm
squares in a 20 x 20 arrangement. Rows for each grid are labeled with
letters from A-T and columns labeled with numbers from 1-20.

The first grid is positioned flat on the task table in front of the user
and is referred to as the horizontal cubes grid. The second grid is
placed perpendicular to the horizontal cubes grid so that it faces the
user. This perpendicular grid is referred to as the vertical cubes grid.
An array of fiducial tracking markers are placed around both grids with
the origin of the tracking coordinate system aligned with the center of
horizontal cubes grid square J11. The complete arrangement used for
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Fig. 9. Stages of the experimental procedure. Every subject performs
an initial SPAAM calibration followed by the recording of eye images
and performance of both tasks using the SPAAM results. The HMD is
removed and refit to the subject, eye images recorded once again, and
both tasks for one of the remaining conditions performed. The proce-
dure is repeated a final time for the remaining calibration condition.

the task can be seen in Figure 8.

The virtual cube, shown on the HMD, is modeled such that its per-
ceived size should be 2 cmx2 cmx2 cm and rendered red for increased
contrast with the real environment. The virtual cube is presented at 10
grid locations on both the horizontal and vertical grid for a total of 20
trials per calibration condition. The positions of the virtual cube, on
either grid, are randomly selected such that no location is repeated.
The display order is chosen such that no consecutive virtual cubes will
appear in the same row or column. Ordering of trials between the hor-
izontal and vertical cubes grid locations are selected randomly, and
subjects are verbally informed at the start of each trial which grid the
virtual cube should appear upon. Once the virtual cube is displayed at
10 locations on both grids, the task ends.

For each of the 20 trials, subjects indicate their selection by stating
the row letter followed by the column number of the grid location to
which they feel the virtual cube is best aligned. Registration accuracy
in the vertical direction, Y relative to the tracking coordinate system, is
measured using the rows of the vertical cubes grid. Registration accu-
racy in depth, Z relative to the tracking coordinate system, is measured
by the rows of the horizontal cubes grid. Registration accuracy in the
horizontal direction, X relative to the tracking coordinate system, is
measured by the columns of both grids. Subjects also verbally provide
a quality value for each trial of the task. A 1 to 4 subjective scale,
with 1 denoting the worst registration and 4 denoting the best registra-
tion, are used for this metric. Before beginning the task, subjects are
informed of the quality scale and provided images illustrating the ex-
pected visual quality that should be present at each quality level. The
bottom row of Figure 6 shows the images provided to each user.

3.5 Procedure

Both tasks are performed sequentially, though not always in the same
order, for each of the three calibration methods. In order to balance
against first-order residual effects, the sequence in which tasks are pre-
sented is arranged such that no subject performs the tasks, across cal-
ibration methods, in the same order. However, because the Degraded
SPAAM, as well as the Recycled INDICA, calibration requires an ex-
isting projection matrix to already be accessible, the SPAAM calibra-
tion is always performed at the start of the experiment for each sub-
ject. Since the SPAAM calibration is performed first, the tasks for the
SPAAM condition are also always performed before any other calibra-
tion condition, since any movement of the HMD on the subject’s head
would require SPAAM to be reperformed. Even though both tasks for
SPAAM are conducted first, the ordering of all tasks over all three cal-
ibration conditions is never repeated between subjects. In addition, to
counter any effect from the eye imaging phase required by Recycled
INDICA, 10 eye images are recorded, though not used, before the start
of both SPAAM and Degraded SPAAM task sets. Figure 9 illustrates
the general task ordering and experiment flow for each subject.

At the start of the experiment, the subject is given a thorough expla-
nation of the hardware and why calibration is required. The SPAAM
calibration process is then described to the user with emphasis placed

on the need for stable accurate screen-world alignments. The HMD is
then placed onto the subject’s head and adjusted so that their left eye
is visually centered behind the left eye piece. The SPAAM calibration
procedure as described in section 3.3 is then performed.

Once SPAAM calibration is completed, the subject is seated in front
of the task table. Using the eye imaging camera, 10 images of the
user’s left eye are taken. The subjective quality scale for each task is
reviewed and each subject is given the images shown in Figure 6. The
subject then performs both experimental tasks, as described in section
3.4, using their SPAAM results. After completion of both tasks, the
HMD is removed from the subject’s head, and a 5 minute break allot-
ted to give the subject ample rest before the next set of tasks.

After the 5 minute break, the HMD is replaced onto the subject’s
head with care only taken to ensure their left eye is positioned properly
behind the eye piece and graphics are clearly seen on the display. Eye
imaging is performed once again, and 10 new images of the subject’s
left eye taken. Both experimental tasks are repeated again for either
the Degraded SPAAM or Recycled INDICA condition. The order in
which subjects perform the Degraded SPAAM or Recycled INDICA
calibration condition is arranged to match the previously mentioned
criteria, that no subject would perform tasks in the some order across
conditions. Following the completion of both tasks, the HMD is re-
moved once again and a 5 minute respite given to the subject. After-
wards, the HMD is refit a final time and 10 more images taken of the
subject’s left eye. Tasks for the remaining condition, either Degraded
SPAAM or Recycled INDICA, are then performed.

4 EXPERIMENTAL RESULTS

We obtain our experimental results by taking the difference between
the subject reported row/column positions and the actual locations
where the virtual object should have appeared. The difference along a
row indicates registration error in the horizontal, X, direction relative
to the tracking coordinate frame, with negative error indicating a user
value that is to the left of the actual. We take the difference along a col-
umn to represent error in the vertical, Y, direction for measures taken
during a trial on the vertical cubes grid, with negative error indicating
a user value that is below the actual. Difference along a column in
both the Pillars and horizontal cubes grid trials is interpreted as error
in distance, Z, relative to the tracking coordinate frame, with negative
error indicating a response that is closer to the user then the actual.

We also convert the error measures from the difference in grid
squares to distance measures. The size of grid squares for both grids in
the Cubes task is 2cmx2cm. Thus, we equate an error of 1 to an error
of 2cm in the respective direction. Similarly, the spacing of pillars in
the Pillars task is 4cm, since each 2cmx2cm pillar is separated by a
2cm row or column. Therefore, we equate an error of 1 pillar to an
error of 4cm in the respective direction.

The subject-provided quality values are also normalized for our
analysis. Measures for both tasks are normalized to values from 1
to 4. Converting both tasks to an identical scale allows for direct and
fair comparisons between tasks.

4.1 Subjective Measures

We used repeated-measures analysis of variance (ANOVA) to test the
effect of the different algorithms in each experimental condition. For
each test, if Mauchly’s test indicated non-sphericity, we adjusted the
p-value according to the Huynh-Feldt € value; in such cases we re-
port € along with the ANOVA F-test. In addition, we used the Ryan
REGWQ post-hoc homogenous subset test to determine how the three
algorithms differed from each other, as described by Howell [12].
Figure 10 provides mean normalized quality values across subjects
for each task under each calibration method. Quality values obtained
for the Cubes task are shown separated by grid type, Cubes-V repre-
senting measures for the vertical cubes grid and Cubes-H representing
measures for the horizontal cubes grid. ANOVA, performed on the
values within each subplot of Figure 10, shows a significant main ef-
fect of calibration method in both the Pillars task (F(2,24) =5.03,p =
0.015) and the horizontal cubes grid (F(2,24) = 6.65,p = 0.013,¢ =
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Fig. 10. Mean subjective quality values for each calibration method dur-
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quality and 4 the highest. The values shown are across subjects with
individual plots for the Pillars task as well as each grid of the Cubes task.
Cubes-V shows normalized quality for the vertical cubes grid. Cubes-H
shows normalized quality for the horizontal cubes grid. Means with the
same letter, within each plot, are not significantly different at p < 0.05
(Ryan REGWQ post-hoc homogeneous subset test).
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Fig. 11. Mean Pillars task error along the X (Left-Right) and Z (Front-
Back) direction relative to the tracking coordinate frame. 0 indicates
no error. Error is reported as a distance value, with every 4 cm of er-
ror equating to a 1 pillar location difference in the respective direction.
Means with the same letter are not significantly different at p < 0.05
(Ryan REGWQ post-hoc homogeneous subset test).

0.71). The vertical cubes grid condition shows no significant differ-
ence between calibration methods (F < 1). The normalized quality
values also show that subjects report Recycled INDICA registrations,
viewed on the Pillars and the horizontal cubes grid, to be of higher
quality over Degraded SPAAM. While SPAAM quality is rated nearly
equal to Recycled INDICA in the Pillars task, it rates lowest in hori-
zontal cubes grid trials. All three calibration methods produce nearly
identical quality ratings across subjects in vertical cubes grid trials'.

Registration Error in Pillars Task Figure 11 provides the regis-
tration error results for the Pillars task converted into distance mea-
sures. Error in both the X, Left-Right, and Z, Front-Back, directions
relative to the tracking coordinate frame are provided. ANOVA of X
dimension error shows no significant main effect due to calibration
method (F < 1). Results show subject perceived error is near perfect,
0 error, along the X direction. All three calibration methods produce
error in the Z direction, however, with subjects perceiving the registra-

'In addition to ANOVA, we also performed the non-parametric Friedman
and Kruskal-Wallis rank sum tests for subjective judgements. The Friedman
rank sum test shows a significant main effect for the Pillars (y2(2) = 5.45,p =
0.066) and Cubes-H (x?(2) = 13.06, p = 0.0015) tasks, but not for the Cubes-
V task (x%(2) = 0.15). The Kruskal-Wallis rank sum test also shows a sig-
nificant main effect for the Pillars (2(2) = 18.92,p < 0.001) and Cubes-H
(x*(2) =21.21, p < 0.001) tasks, but not for the Cubes-V task (y>(2) = 0.98).
In contrast to ANOVA, the Friedman rank sum test looses power by ignoring
large portions of data; reducing either 624 (Pillars) or 390 (Cubes-H, Cubes-V)
data values into 39 to conduct the test. The Kruskal-Wallis rank sum test devi-
ates from ANOVA by producing a large amount of power, because it does not
model the within-subjects design of the data. Nevertheless, the interpretation
of the results remains the same, regardless of the analysis method used.
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Fig. 12. Mean vertical cubes grid task error along the Y (Up-Down)
and X (Left-Right) direction relative to the tracking coordinate frame.
0 indicates no error. Error in each direction is reported as a distance
value, with every 2 cm of error equating to a 1 grid square location
difference in the respective direction. Means with the same letter are not
significantly different at p < 0.05 (Ryan REGWQ post-hoc homogeneous
subset test).
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Fig. 13. Mean horizontal cubes grid task error along the Z (Front-Back)
and X (Left-Right) direction relative to the tracking coordinate frame.
0 indicates no error. Error in each direction is reported as a distance
value, with every 2 cm of error equating to a 1 grid square location
difference in the respective direction. Means with the same letter are not
significantly different at p <0.05 (Ryan REGWQ post-hoc homogeneous
subset test).

tion of virtual objects to be closer than intended for every case. Recy-
cled INDICA results show a shift in distance perception away from the
user and closer to the correct location. ANOVA also indicates a highly
significant effect of calibration method (F'(2,24) = 14.011, p < 0.001)
along the Z direction.

Registration Error in Cubes Task Figures 12 and 13 show the
registration error results for the Cubes task separated by each grid.
Results for trials conducted on the horizontal cubes grid are shown in
Figure 13 and provide error in both the X, Left-Right, and Z, Front-
Back, directions relative to the tracking coordinate frame. ANOVA
performed along each direction shows a significant main effect of cal-
ibration method along the Z direction (F(2,24) = 7.37,p = 0.003),
with no effect along the X (F < 1). All three calibration methods
produce equally, near O, error along the X direction and Recycled-
INDICA produces the least Z error.

Results for trials conducted on the vertical Cubes grid are shown
in Figure 12 and provide error in both the X, Left-Right, and Y, Up-
Down, directions relative to the tracking coordinate frame. ANOVA
shows no main effect of calibration method on results along the X di-
rection (F < 1). A main effect of calibration method is detected along
the Y direction (F(2,24) = 10.96, p = 0.0016,& = 0.75). Similar to
the Pillars and horizontal cubes grid, all three calibration methods pro-
duce near 0 errors along X. Y error is less under the Recycled INDICA
condition, with both SPAAM and Degraded SPAAM resulting in sim-
ilar error amounts.



MOSER ETAL.: SUBJECTIVEEVALUATIONOF ASEMI-AUTOMATIC OPTICALSEE-THROUGHHEAD-MOUNTED DISPLAY 498

SPAAM - Extrinsic Eye Pose Estimates (All Subjects)

-U.WISm ‘ ) : : ! :
X\ Jut

vl I _ :
2| O

Recycled INDICA - Eye Pose Estimates (All Subjects)

-0.15 m -0.1 m -0.05 m 00 m 0.05 m 0.1 m 015 m
. ‘ ; ‘ : ] :
X \«H]I +
Y| - H .
z| - A
| i | i

Fig. 14. Eye position estimates across subjects for SPAAM and Recy-
cled INDICA. Axis are relative to the display screen, with X along the
horizontal and Y along the vertical screen direction. Positive Z is away
from the display screen toward the user. All values are in meters.

Mean Absolute Horizontal Reprojection Variance (pixels)
0 5 10 15 20 25 30 35

SPAAM

Recycled
INDICA

Fig. 15. Absolute reprojection variance in horizontal screen space for
SPAAM and Recycled INDICA. Error values are the difference in pix-
els between the correct 2D screen coordinate used for each alignment
of the SPAAM procedure and the reprojection of the corresponding 3D
world point using the calibration result. Error values are in pixels.

4.2 Quantitative Measures

We perform our quantitative analysis in a similar fashion to Itoh and
Klinker [14], considering two metrics: Extrinsic eye position estimates
and reprojection of the SPAAM screen to world correspondence pairs.
We, therefore, do not consider the Degraded SPAAM condition in the
quantitative analysis, since it used the same projection matrix as the
SPAAM condition.

Quantitative Eye Position Estimates  Figure 14 provides a com-
parison of eye position estimates for both SPAAM and Recycled IN-
DICA. The plots show the mean and variance of values across all 13
subjects. We denote the axis positions relative to the display screen,
with X along the horizontal and Y along the vertical screen direction.
The Z axis is distance from the display screen toward the user.

Eye estimates for the SPAAM calibration are derived by decompos-
ing the projection matrix result to obtain the extrinsic values. We use
the eye imaging results to produce eye position estimates for Recycled
INDICA. Our results show that both SPAAM and Recycled INDICA
produce similar eye position estimates. Values along the Z direction
are less varied, similar across all subjects, using the Recycled INDICA
eye imaging method. SPAAM produces less varied positions in Y, and
both methods perform similarly in estimating eye position along X.

Quantitative Reprojection Values We use the projection matrix
results from both SPAAM and Recycled INDICA to reproduce the 2D-
3D correspondence pairs, from each subject’s SPAAM calibration. Ev-
ery 3D point from each SPAAM alignment is reprojected into screen

Mean Absolute Vertical Reprojection Variance (pixels)
0 5 10 15 20 25 30 35
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SPAAM

Fig. 16. Absolute reprojection variance in vertical screen space for
SPAAM and Recycled INDICA. Error values are the difference in pix-
els between the correct 2D screen coordinate used for each alignment
of the SPAAM procedure and the reprojection of the corresponding 3D
world point using the calibration result. Error values are in pixels.

space using the projection matrix acquired from the SPAAM and Re-
cycled INDICA results. We then calculate error by taking the differ-
ence in pixel location between the result of reprojection and the actual
2D screen location used during the SPAAM alignment. Figures 15
and 16 show the reprojected pixel errors for SPAAM and Recycled
INDICA across all subjects. Our results show that Recycled INDICA
produces much larger reprojection errors, compared to the true values,
in vertical screen space. We also find that SPAAM produces lower hor-
izontal reprojection error as well. Our reprojection error analysis does
not take into account movement of the HMD between the SPAAM and
Recycled INDICA procedures, however.

5 DISCUSSION

We begin our discussion with a review of the quantitative results, start-
ing with comparison of eye position estimates. Our eye position esti-
mates for SPAAM, Figure 14, show larger variance relative to frontal
screen distance. These findings match closely with those from pre-
vious studies [1, 2, 14]. Similarly, our eye estimates along Z for
Recycled INDICA show smaller variance compared to SPAAM. Our
findings differ from Itoh and Klinker’s [14], however, in that we find
larger variance horizontally relative to the display, for Recycled IN-
DICA compared to SPAAM. An explanation for this difference lies in
the fact that our analysis considers eye estimates taken from 13 sub-
jects, whereas Itoh and Klinker’s results derive from a single user. It is
reasonable to infer that the eye location of each subject differed from
the others, and the larger variance in eye locations should be expected.
It is possible that the variance may be due in part to inaccuracies in the
eye position estimation algorithms used in INDICA. However, signif-
icant error in the eye location estimates should have resulted in poor
performance of INDICA, which is not the case for our findings. We
believe that another possible influence on the eye position estimates,
for both methods, comes from the optical design of our HMD used in
the experiment. The NVIS ST50 incorporates pupil forming lenses,
meaning that images are only visible within a certain volume behind
the display screen, a property which may have influence on the posi-
tion of the HMD relative to the user’s eyes. We verified that subjects
could clearly see all portions of the display screen before each task,
thus each subject’s eye would have been placed within the exit pupil
viewing volume. A follow-up study, using an HMD with non-pupil
forming optics is required to identify this influence.

Our reprojection estimates from Figures 15 and 16 also differ from
those in Itoh and Klinker’s analysis [14]. Their results indicate that
Recycled INDICA should produce errors with similar variance to
SPAAM. However, our analysis shows that Recycled INDICA repro-
jection error is higher in vertical screen space. Similar to the eye posi-
tion values, this result may also be a product of the data being from 13
unique subjects, all of which reported no prior familiarity with HMDs.
This is in contrast to [14, 15] in which all results are from perfor-
mance of a single expert user. The sensitivity analysis reported in [15]
also shows that Recycled INDICA results are influenced most heavily
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by the values pulled from the existing calibration result. Thus, it is
reasonable to conclude that the SPAAM performance of our subjects
contributed to the reprojection error we see in our findings. [15] does
note that sensitivity to parameters is system dependent and we did not
perform a similar system sensitivity analysis.

A final consideration, and the logical cause of the discrepancy be-
tween our reprojection analysis and that performed by [14], is the
removal and replacement of the HMD on the subject between the
SPAAM and Recycled INDICA calibrations. In [14], the eye imag-
ing step was conducted during the SPAAM calibration itself. Since
both eye position estimates are taken in the same location relative to
the screen, it makes sense that their reprojection errors for both meth-
ods are similar. The 2D-3D correspondences in our experimental de-
sign, however, are only relative to the subject’s eye position during the
SPAAM condition. Refitting the display, before the Recycled INDICA
trials, will have shifted the 2D pixel locations used in the SPAAM
alignments to different locations relative to the user’s eye. Therefore,
it is not valid to compare the reprojection of points taken from one
eye location with those produced relative to another, and we cannot
use the results of the reprojection error as a prediction of registration
quality. Due to this issue, the use of similar reprojection error analysis
in future studies should be avoided, unless the movement of the screen
between conditions is considered and corrected for in the calculations.

Our subjective results show a more accurate depiction of the reg-
istration accuracy produced by each calibration method. Surprisingly,
all three calibration techniques produce registrations that are perceived
as being closer to the subject than intended. This may be a bi-product
of the poor Z eye estimates produced by SPAAM and its influence on
Recycled INDICA. We can see from Figure 13, though, that the up-
dated eye estimates for Recycled INDICA had a correcting effect on
perceived registration distance. Since we also restricted users to view-
ing images through only the left eye piece, it is possible that the lack
of stereo depth cues influenced the underestimation of registration lo-
cation. A follow-up study should extend the eye imaging required by
INDICA to both eyes and compare subjective results against a Stereo-
SPAAM implementation to include any advantages offered by binoc-
ular HMD’s. Subjects judged the registered location of objects using
Recycled INDICA, in not only distance but also in the vertical field
of view, as being much closer to the correct values. It is also interest-
ing to note that all three calibration techniques produce nearly perfect
registration in the horizontal direction. It is yet unclear whether this
correlates to the similar eye location estimates in the X direction seen
in Figure 14. It is also possible that the object position in the X di-
rection may have been easier to isolate due to the availability of mul-
tiple viewing angles, from subjects leaning forward, backward, and
sideways during the tasks. Subsequent experimental setups should en-
deavor to isolate the dimensional constraints more thoroughly in order
to reduce possible interaction between the perceived object locations
along each axis.

An additional item of note is the difference in significance produced
by the ANOVA analysis between the subjective and objective results.
The subjective quality values for trials on the vertical cubes grid (Fig-
ure 10) show no significant difference even though the objective mea-
sures along the Y direction (Figure 12) show significance. A similar
result can be seen for quality values on the horizontal cubes grid and
objective measures along the X direction. This discrepancy between
the two measures is due primarily to the inclusion of both directions
for the quality values, whereas the objective plots show results for each
direction in isolation. The experimental design did not facilitate the
recording of independent qualities for each direction of the grid, and,
therefore, it must be inferred that the quality evaluations are based on
the perceived registration along the X and Y direction together. This
inconsistency highlights the requirement of a more rigorous evaluation
method capable of fully detaching measures for each direction.

Our analysis of the subjective measures also show that subjects felt
the overall quality of the Recycled INDICA registrations are higher
in comparison to SPAAM and Degraded SPAAM, Figure 10. We can
safely presume that the higher subjective quality given to Recycled IN-
DICA directly correlates to the higher registration accuracy observed
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in the tasks. This implies that non-expert users rely heavily on per-
ceived registration location for information, an important item of con-
sideration for AR designers. This result further declares the need for
accurate OST calibration methods accessible to a wide user base.

6 CONCLUSIONS AND FUTURE WORK

Our experimental design can be improved upon, for future studies, in
anumber of ways. The subjective quality scales, in our design, are dif-
ferent for each task. In best practice, these scales should cover identi-
cal ranges in order to facilitate direct comparison without the need for
normalization. The SPAAM calibration procedure should also use a
recording method similar to that in Maier et al. [21], having the sub-
ject hold the alignment for some time. This would help reduce error
and alleviate any concerns of movement due to our hand clicker. Fur-
ther development of the task design is also needed to more thoroughly
isolate the measures taken in each trial to values along a single axis.
This will reduce any perceptual interactions caused by object position
judgments made in reference to multiple directions. A final consider-
ation must also be made to the number of subjects. Given that the aim
is to evaluate calibration performance among novice users, increasing
the number of subjects will be critical to ensure the findings adequately
represent the broader demographics of the common populous.

We have shown that in a registration dependent task, the Recycled
INDICA OST HMD calibration method produces registration that is
both more accurate and of subjectively higher quality than common
calibration techniques. An additional surprising finding is that Recy-
cled INDICA produces registration that is perceived as more accurate
in depth over SPAAM registration. It can be further noted that the
performance of Recycled INDICA will degrade far slower than that of
interaction dependent methods. This inherent robustness is required
for any calibration method to achieve wide acceptance. However, even
though the Recycled INDICA performance was high, our results also
show it was not completely without error. Further development of the
technique is required to reduce the introduction of error from intrinsic
parameters taken from previous calibrations. We also suggest a follow-
up study using a binocular HMD and Stereo-SPAAM implementation
be conducted. This investigation would confirm if the increased per-
formance of Recycled INDICA in depth persists over other methods
when stereoscopic depth cues are available, and whether the tendency
for perceiving virtual objects as closer would be corrected. A draw-
back to implementing INDICA, though, is the need for eye imaging
hardware. A large number of the currently available OST HMD’s are
not factory equipped with the required cameras, and thus it is up to the
investigator to suitably mount the necessary equipment. However, due
to the increasing availability and decreasing cost of miniature imag-
ing devices, it is reasonable to conceive that HMD manufacturers will
have the ability to incorporate eye focused cameras into future designs.

Our quantitative analysis has also identified possible problems us-
ing a reprojection error metric to predict registration quality. The goal
of the INDICA methods is to allow a user to put on an HMD without
the need to perform additional alignments for registration correction.
Therefore, it is reasonable to conclude that the display will not be re-
worn in an identical manner each time. On-screen pixel locations will,
therefore, change relative to the new eye location of the user. Any
analysis examining reprojection error should consider this and com-
pensate for the shift in the calculations.

While the current Recycled INDICA method relies on previous re-
sults for intrinsic parameters, the Full INDICA setup, outlined by Itoh
and Klinker, is a further step toward a fully user independent OST
HMD calibration method. We plan to conduct a similar experimental
examination, to the one we present in this work, to compare the sub-
jective results of Full versus Recycled INDICA. If the Full INDICA
procedure is able to produce results similar to our findings of the recy-
cled setup, then it would be an ideal candidate for use in a continuous
calibration technique. Development of a closed-loop calibration pro-
cedure, able to perform constant registration correction and account
for display shift during use, would significantly expedite the broader
acceptance of OST AR. Removing the user interaction requirements
will make the use of OST HMDs more accessible to the general pub-
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lic, and also to investigators within the AR community as a whole.
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